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Learning with graph – a general form of data

Drug Discovery
(phys.org) 

Social Networks
(acwits) 

Knowledge Graph
(yashuseth.blog) 



Graph Neural Networks
Neighborhood Aggregation a.k.a. Message Passing or 
Graph Convolution

Aggregate neighbor features with 

permutation invariance functions



Graph Neural Networks
Neighborhood Aggregation
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Feature of node 𝑣𝑗 in layer k-1.



Investigations on Graph Neural Network
Expressive Power

Reasoning

Generalization

Optimization?

• Training instability
• Slow convergence

Even with 
Normalization methods.



Normalization for Neural Networks

Image Classification

Style Transfer

NLP Tasks
For GNNs, BN and LN are simply 

adopted without further investigations.



What normalization methods are 
effective for Graph Neural Networks?



This paper

Adapting and evaluating existing normalization methods to GNNs.

Explaining the effectiveness of InstanceNorm over BatchNorm.

Identifying an expressiveness degradation of InstanceNorm.

Proposing GraphNorm which addresses the issue and converges faster.



Evaluation of existing normalization methods



Preconditioning effect of InstanceNorm



Heavy batch noise in graphs 



Expressiveness degradation of InstanceNorm



Proposed method: GraphNorm

Key: learnable parameter to control how much 
information we need to keep in the mean

• Inheriting the merit of InstanceNorm
• Solving the expressiveness degradation problem



GraphNorm addresses the issue of InstanceNorm



GraphNorm achieves good performance



Thank you : )


